Exploring Preprocessing Techniques for Prediction of Risk of Readmission for Congestive Heart Failure Patients
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ABSTRACT
Congestive Heart Failure (CHF) is one of the leading causes of hospitalization, and studies show that many of these admissions are readmissions within a short window of time. Identifying CHF patients who are at a greater risk of hospitalization can guide the implementation of appropriate plans to prevent these readmissions. Developing predictive modeling solutions for such disease related risk of readmissions is extremely challenging in healthcare informatics. It involves integration of socio-demographic factors, health conditions, disease parameters, hospital care quality parameters, and a variety of variables specific to health care providers making the task immensely complex. This work, in collaboration with experts from Multicare Health Systems (MHS), describes a soon to be deployed prototype to predict risk of readmission within 30 days of discharge for CHF patients at MHS. We focus on data extraction and data preprocessing steps to improve prediction outcomes, including feature selection, missing value imputation and data balancing. We perform comprehensive empirical evaluations using the real-world health care data set provided by MHS. Our empirical evaluation demonstrates that we outperform one of the nearest competing previous results.
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Figure 1: Y-axis shows the percentage of patients (in log scale) and X-axis shows the number of times patients have 30 day readmissions in a span of 3 years.

Congestive Heart Failure (CHF) has been identified as one of the leading causes of hospitalization, especially for adults older than 65 years of age [1]. Furthermore, studies show that CHF is one of the primary reasons behind readmission within a short time-span [17]. Based on the 2005 data of Medicare beneficiaries, it has been estimated that 12.5% of Medicare admissions due to CHF were followed by readmission within 15 days, accounting for about $590 million in health care costs [14]. The Center for Medicare and Medicaid Services (CMS) has started using the 30 day all cause heart failure readmission rate as a publicly reported efficiency metric. All cause 30 day readmission rates for patients with CHF have increased by 11% between 1992 and 2001 [14].

A variety of reasons could lead to readmissions - early discharge of patients, improper discharge planning, and poor care transitions, to name a few. Studies have shown that targeted interventions before or after discharge can reduce the probability of readmission, especially in elderly patients, and decrease the overall medical costs [4]. Proper pre-discharge planning [9] and post-discharge plans like home based follow up [8] and patient education [13, 11] can also reduce the readmission rates considerably and improve the health outcome of the patients.
Therefore, during the initial hospitalization (either during admission or discharge) of a patient, her Risk of Readmission (RoR) within a given time frame (such as, within 30 days or 60 days) could be calculated, that may in turn lead to developing improved post-discharge planning for the patient. Furthermore, such insights may guide healthcare providers to develop programs to improve the quality of care and administer targeted interventions - thus reducing the readmission rate and the cost incurred in these readmissions. This can also facilitate proper resource utilization by the hospitals.

While actionable insights [12, 10] could be gathered by predicting the RoR, the task itself is very complex. First and foremost, one has to understand the domain-specific factors or attributes that cause readmissions. For example, the cohort identification of RoR could be based on coded ICD9 diagnoses and clinical measures such as ejection fraction. Furthermore, the dataset is noisy, inconsistent, skewed, and has a significant amount of missing values. As an example, we observe that 63% of the records in our given dataset have no value for the important attribute ejection fraction.

Not many solutions [14, 15] are known to be effective. In fact, health care organizations still leverage the proven best-practices called Get With The Guidelines written by the American Heart Association to improve the clinical process of CHF patients.

Our primary contributions in this work can be summarized as follows:

- Partnering with Multicare Health Systems (MHS) (a leading health care provider in the state of Washington), we embark on the task of identifying CHF patients who are likely to get readmitted within 30 days of discharge for any cause\(^2\). We formalize the problem and study the attributes pertinent to cause readmission for CHF patients\(^3\).
- We overcome the three main factors that make the data for the RoR prediction task complex: We propose attribute selection to deal with the high-dimensionality of the data, we use data imputation to overcome the missing value problem and use class balancing techniques to solve the problem of skewed data.
- We perform an extensive experimental study using a real world dataset (provided by MHS) that demonstrates that our proposed method outperforms our nearest competitor [14].

While our discussions primarily focus upon CHF, the methods and issues we outline are generic and applicable to various other diseases as well.

The remainder of the paper is organized as follows: in Section 2, we discuss our approach to perform RoR prediction for CHF patients. Section 3 summarizes the experimental evaluations. Related work is studied in Section 4. Finally, we conclude in Section 5 and propose future research directions.

2. PROPOSED METHOD

![Figure 2: The overall architecture for the RoR prediction process.](image)

In this section we discuss our methodology to deal with the RoR within 30 days of discharge prediction problem. Formally, the problem is formulated as a supervised learning problem, more specifically as a binary classification task. The class of a patient is Readmission if the elapsed period between the last discharge and next admission is smaller or equal to 30, and No Readmission else.

The overall framework is depicted in Figure 2. We extract a dataset that describes meaningful features of previously seen patients and their class labels. Next, we improve the predictive ability of the dataset by applying attribute selection, missing value imputation and class balancing techniques. Then, we apply predictive models to this improved dataset to obtain RoR predictions. The outcomes are evaluated with respect to several evaluation measures. In the following we describe the aspects of the overall process in more detail.

2.1 Data Extraction, Integration and Exploration

Getting familiar with the data is overwhelming challenging, albeit extremely important for this problem, where the challenges are unique and very specific to the domain. Real world clinical data is noisy and heterogeneous in nature, severely skewed, and contains hundreds of pertinent attributes. It contains information on patients’ socio-demographical characteristics, marital status, ethnicity, diagnosis, discharge information, comorbidity factors\(^4\), other cost related factors pertaining to a particular hospital admission and many more.

\(^1\)ICD-9 is the International Classification of Diseases, 9th Revision, Clinical Modification Codes.

\(^2\)30 days is chosen as the readmission window, because it is a clinically meaningful time-frame for hospitals and medical communities to take action to reduce the probability of readmission [14]. Furthermore, 30 day readmission rates are also used by CMS as a potential efficiency measure for hospitals [14]. All cause readmission is considered as a publicly reported efficiency metric by CMS.

\(^3\)Our developed prototype Risk-O-Meter has been accepted to KDD 2013, demo track.

\(^4\)Comorbidities are specific patient conditions that are secondary
After extraction, we resort to a systematic and comprehensive data exploration process through visualization to gather our first hand knowledge on the domain and identify the pertinent factors correlated to CHF related admissions.

### 2.1.1 Data Selection

Hospital encounters of patients with discharge diagnosis of CHF (either primary or secondary) are identified as the potential index for CHF related admissions. We consider patients with a discharge diagnosis of ICD9-CM for this purpose, as listed in Table 1. Our entity of observation is each CHF hospital encounter. Once all the admission instances related to CHF have been identified, we exclude the admissions with in-hospital deaths from the analyses, because we are interested in predicting readmissions. All inter-hospital transfers are also regarded as readmissions.

<table>
<thead>
<tr>
<th>ICD-9 CM codes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>402.01</td>
<td>Malignant hypertensive heart disease with CHF</td>
</tr>
<tr>
<td>402.11</td>
<td>Benign hypertensive heart disease with CHF</td>
</tr>
<tr>
<td>402.91</td>
<td>Unspecified hypertensive heart disease with CHF</td>
</tr>
<tr>
<td>404.01</td>
<td>Malignant hypertensive heart and kidney disease with CHF, with chronic kidney disease stage I through stage IV, or unspecified</td>
</tr>
<tr>
<td>404.03</td>
<td>Malignant hypertensive heart and kidney disease with CHF, and chronic kidney disease stage V or end stage renal disease</td>
</tr>
<tr>
<td>404.11</td>
<td>Benign hypertensive heart and kidney disease with CHF and with chronic kidney disease stage I through stage IV, or unspecified</td>
</tr>
<tr>
<td>404.13</td>
<td>Benign hypertensive heart and kidney disease with CHF and chronic kidney disease stage V or end stage renal disease</td>
</tr>
<tr>
<td>404.91</td>
<td>Unspecified hypertensive heart and kidney disease with CHF and with chronic kidney disease stage I through stage IV, or unspecified</td>
</tr>
<tr>
<td>404.93</td>
<td>Unspecified hypertensive heart and kidney disease with CHF and chronic kidney disease stage V or end stage renal disease</td>
</tr>
<tr>
<td>428.XX</td>
<td>CHF codes</td>
</tr>
</tbody>
</table>

Table 1: ICD-9 CM codes for CHF

Data preprocessing using discretization and data visualization are detailed in a separate manuscript and are beyond the scope of this paper.

ICD-9 CM is the the International Classification of Diseases, 9th Revision, Clinical Modification Codes.

Multiple hospital encounters of the same patient may be considered separately in this process.

### 2.1.2 Feature Extraction

Critical factors influencing early recurrent admissions are identified through data exploration, review of related studies and help of domain experts. In Figure 3, we list the features that we use in our models. The first set of 35 features, referred to as baseline features in this paper, consists of the predictor variables used by researchers at Yale University, who have tried to solve a similar problem [14]. It consists of two demographic variables namely age and gender and comorbidities related to the diagnosis information derived from the primary and secondary diagnosis of the patient. The new set of 14 features that we add to these baseline features, consists of other socio-demographic, clinical and administrative data, based on inputs from domain experts and recent studies [6, 5].

### 2.2 Pre-processing of the Dataset

Once the initial domain knowledge has been amassed and initial important factors pertinent to CHF related admissions are identified, the next task ahead is to pre-process the data to make it amenable for building predictive models.

**Feature Selection:** Because of the complexity and uniqueness of the domain, hospital readmission due to CHF is a complex phenomenon governed by multiple features. One of our major challenges before the classification task is to determine the subset of attributes that have a significant impact on readmission of patients from the myriad of attributes present in the data set. We consider two state-of-the-art feature selection techniques: Pearson’s Chi-square test and Stepwise regression [7].

**Missing Value Imputation:** We observe that some of the important attributes in the dataset have no value for certain patients. These missing values not only impede the
actual prediction task, but may also lead to biased results. We use a simple but effective clustering based technique for imputing missing values. The dataset (including instances with missing values) is first divided into a set of clusters using the K-modes clustering method. Then each instance with missing-values is assigned to a cluster that is most similar to it. Finally, missing values of an instance are patched up with the plausible values generated from its respective cluster.

Reducing Class-imbalance: Once the data is integrated, it is observed that the labeled dataset is highly skewed - i.e., the number of instances with No Readmission label significantly outnumbers the number of instances with class label Readmission. Such imbalance introduces bias in the actual predictive model, as the model with such skewed class distribution would inevitably predict the majority class far more frequently than the alternative class. To circumvent that problem, we use both over- and undersampling. These techniques alter the class distribution of the training data such that both classes are well represented. Oversampling works by re-sampling the rare class records [7], while undersampling decreases the number of records belonging to the majority class by randomly eliminating tuples.

2.3 Predictive Model Building

For the final classification task we use three predictive models. The first one is Logistic Regression (LR), a method that models the outcomes (class labels) as a so-called logit function of the predictive variables. We also use Naïve Bayes (NB), a well-known simple classifier that assumes independence within the features. The last algorithm is Support Vector Machines (SVM), which separates the data as well as possible, using kernels to model irregular borders. In our case, we use the well-established RBF kernel. Many other classifiers are available, but as the main goal of this work is to showcase the effect of preprocessing techniques and not to compare classifier performances, we limit ourselves to these three classifiers.

3. EXPERIMENTAL EVALUATION

In this section we provide a description of the data set and the used attributes in conjunction. The experiments are conducted using the infrastructure provided by MHS. We use R-studio and R version 2.15.1 to develop the models and use the SQL server 2008 for the database.

The Cardiovascular datamart is of our primary interest. This data mart was developed in 2011 to support an internal clinical process improvement initiative. It is a robust analytics environment, holding approximately 8,600 patients diagnosed with CHF and servicing over 16,800 hospital encounters since January 1st, 2009. The driver of the clinical process improvement is to reduce the high rate of readmission of CHF patients. A detailed description of the views in this datamart is listed below.

- View 1 (3 attributes): patient characteristics that are specific to heart failure systolic anterior motion.
- View 2 (12 attributes): ejection fraction value results.
- View 3 (39 attributes): support follow-up and other inpatient related metrics based on coded diagnosis for inpatient only.
- View 4 (19 attributes): CHF patients (based on clinical results) ejection fraction values less than 40%.
- View 5 (5 attributes): heart failure ICD9 diagnosis codes.
- View 6 (10 attributes): CHF ICD9 diagnosis.
- View 7 (2 attributes): list of diagnosis for arterial fibrillation.
- View 8 (26 attributes): arterial fibrillation patients (based on primary or secondary diagnosis) from the CHF cohort.
- View 9 (26 attributes): active and inactive medications for CHF patients.

After further exploration of the dataset we identify a total of 49 attributes to be related to CHF admission. We follow a 10 fold cross-fold validation procedure to test the model. We consider four evaluation metrics to assess the quality of the different models:

- Area Under the Curve (AUC): this measure evaluates the trade-off between the rate of patients that are correctly classified as Readmission and the rate of patients incorrectly classified as Readmission.
- Precision: This is the probability that a patient that is predicted as Readmission indeed belongs to the class Readmission.
- Recall: This measures the probability that a patient that truly belongs to the class Readmission is also predicted to be Readmission.
- Accuracy: This is the rate of correctly classified patients.

Depending on the final goal of the RoR prediction, the different evaluation measures are less or more appropriate. The AUC measure is typically interesting when the problem is imbalanced. The precision is important if there is a high cost related to falsely predicting patients to belong to the class Readmission. Recall is relevant if the detection of patients that belong to Readmission is the main goal. The accuracy is the traditional evaluation measure that gives a global insight in the performance of the model.

We compare all results with the Yale baseline method [14]. In this work, a hierarchical logistic regression model was developed to calculate hospital risk-standardized 30 day all-cause readmission rates for patients hospitalized with CHF. The Yale model primarily focused on cardiovascular and co-morbidity variables; moreover, the RoR prediction was limited to patients older than 65 years at the time of an index admission. As our problem at hand is different from the one considered in the Yale Model, our comparison primarily relies on the basis of the attributes suggested by the former model, that is, the Yale model that we refer to here uses the baseline features as described in Figure 3 and applies the predictive models LR, NB and SVM directly to the corresponding dataset, without any data preprocessing.

The results are presented in Table 2. For brevity, we only show the models that are in the top-3 with respect to performance for one of the considered evaluation metrics. Each line in the table represents a model, and it is indicated which...
### 4. RELATED WORK

Preventing hospitalization is a prominent factor to reduce patient morbidity, improve patient outcomes, and curb health care costs. An increasing body of literature attempts to develop predictive models for hospital readmission risks. These studies range from all-cause readmissions to readmission for specific diseases such as heart failure, pneumonia, stroke, and asthma. Each of these models exploits various predictor variables assessed at various times related to index hospitalization (admission, discharge, first follow-up visit, etc.). One of the significant research results for predicting readmission of patients discharged with diagnosis of CHF, within 30 days of discharge. In this model, some clinical and social factors available within hours of hospital discharge is used to build a regression model. Although the model demonstrated good discrimination for 30-day readmission (AUC 0.72), the dataset size is very small (1372 HF patients).

One of the recent studies for predicting 30-day RoR for heart failure hospitalization is done in [2]. In this work, administrative claim data is used to build a regression model on 24,163 patients from 307 hospitals. However, like the Yale Model [14], this work has only focused on patients more than 65 years old from CHF registry in the general US population from 2004 to 2006 and its best performance had a AUC under 0.60.

### 5. CONCLUSION

Partnering with MHS we study the problem of RoR of CHF patients within 30 days of discharge. The problem is formalized as a binary classification problem and different prediction models are developed and validated. We consider a complex, very high dimensional clinical dataset provided by MHS towards identifying the risk factors related to readmission of patients discharged with diagnosis of CHF, within 30 days of discharge. We propose a framework to solve this task that focuses on extracting predictive features and preprocessing of the data. Our comprehensive experimental study exhibits the benefit of the additional features and confirms that preprocessing improves the predictive models.

---

**Table 2: Evaluation of the baseline method and the newly proposed techniques.** In the first three columns, it is indicated which preprocessing techniques are applied. In the fourth column, the predictive model is shown and the last four columns show the resulting evaluation metrics.

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Missing Value Imputation</th>
<th>Sampling</th>
<th>Predictive Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>NB</td>
<td>0.59</td>
<td>0.36</td>
<td>0.04</td>
<td>0.77</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>SVM</td>
<td>0.58</td>
<td>0.27</td>
<td>0.45</td>
<td>0.61</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>LR</td>
<td>0.59</td>
<td>0.40</td>
<td>0.01</td>
<td>0.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Missing Value Imputation</th>
<th>Sampling</th>
<th>Predictive Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>Over sampling</td>
<td>SVM</td>
<td>0.64</td>
<td>0.33</td>
<td>0.51</td>
<td>0.66</td>
</tr>
<tr>
<td>Chi-Square</td>
<td>Clustering</td>
<td>Over sampling</td>
<td>SVM</td>
<td>0.64</td>
<td>0.32</td>
<td>0.50</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Missing Value Imputation</th>
<th>Sampling</th>
<th>Predictive Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square</td>
<td>Clustering</td>
<td>Under sampling</td>
<td>LR</td>
<td>0.60</td>
<td>0.28</td>
<td>0.56</td>
<td>0.58</td>
</tr>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>Under sampling</td>
<td>LR</td>
<td>0.59</td>
<td>0.28</td>
<td>0.56</td>
<td>0.58</td>
</tr>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>Under sampling</td>
<td>LR</td>
<td>0.59</td>
<td>0.27</td>
<td>0.56</td>
<td>0.58</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Missing Value Imputation</th>
<th>Sampling</th>
<th>Predictive Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>-</td>
<td>NB</td>
<td>0.64</td>
<td>0.58</td>
<td>0.16</td>
<td>0.79</td>
</tr>
<tr>
<td>Chi-Square</td>
<td>Clustering</td>
<td>-</td>
<td>NB</td>
<td>0.63</td>
<td>0.37</td>
<td>0.32</td>
<td>0.73</td>
</tr>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>Over sampling</td>
<td>SVM</td>
<td>0.64</td>
<td>0.33</td>
<td>0.51</td>
<td>0.66</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>Missing Value Imputation</th>
<th>Sampling</th>
<th>Predictive Model</th>
<th>AUC</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>-</td>
<td>NB</td>
<td>0.64</td>
<td>0.58</td>
<td>0.16</td>
<td>0.79</td>
</tr>
<tr>
<td>Chi-Square</td>
<td>Clustering</td>
<td>-</td>
<td>NB</td>
<td>0.63</td>
<td>0.37</td>
<td>0.32</td>
<td>0.73</td>
</tr>
<tr>
<td>Stepwise</td>
<td>Clustering</td>
<td>Over sampling</td>
<td>SVM</td>
<td>0.64</td>
<td>0.33</td>
<td>0.51</td>
<td>0.66</td>
</tr>
</tbody>
</table>

None of the proposed models are winners with respect to all evaluation metrics. All proposed models outperform the baseline methods with respect to AUC, and for each of the considered baseline methods, there is a new model that outperforms all the baseline models. The baseline methods using NB or LR as predictive model are outperformed for all evaluation metrics by the new method that uses stepwise feature selection, clustering for data imputation and NB as predictive model. The baseline method using SVM as predictive model is outperformed by the new method that uses stepwise feature selection, clustering for data imputation, oversampling and NB as predictive model. These conclusions indicate that it is indeed useful to use the newly introduced features and to apply preprocessing techniques to the data.
Our ongoing work involves investigating additional features and classification techniques to improve the quality of prediction. Additionally, we continue to investigate the deployment of the developed technique inside the MHS domain to make it available to be used by physicians [18]. Next, we are in the process of integrating our preprocessing and modeling component into the patient care pipeline to improve the quality of care. We are also in the process of predictive modeling for risk of readmission for other diseases particularly chronic autoimmune ones where very little domain knowledge exists for identifying major risk factors.
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